
International Journal of Latest Engineering and Management Research (IJLEMR) 

ISSN: 2455-4847  

www.ijlemr.com || Volume 07 – Issue 12 || December 2022 || PP. 41-46 

www.ijlemr.com                                                         41 | Page 

 

Real-time Sentiment Analysis with Tweepy 
 

Swati Malik 
Assistant Professor, 

Department of Electronics and Communication Engineering, 

Maharaja Surajmal Institute of Technology, New Delhi 

 

Abstract: Sentiment analysis also popularly known as Opinion Mining is a way of extracting and analyzing 

the sentiments, opinions, perception, attitude etc., of a person towards various products, topics, and services. 

This paper is based on devising a technique of real-time sentiment analysis on live tweets using a pre-trained 

score based machine learning model. To achieve the above operations Regex cleaning was used and polarity of 

the sentiment for the cleaned tweet was assigned using a pre-trained machine learning text blob model. In this 

paper we have used polarity to classify the sentiment of the tweet into different categories of varied positivity 

and negativity.  
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1. Introduction 
Sentiment analysis is a task of Natural Language Processing (NLP) which focuses on extracting opinions 

and sentiments from the text [1, 2]. The novel opinion mining techniques have incorporated the data from text 

and other methods like visual data [3,4]. Sentiment analysis and affective computing are the prime components 

for the development of Artificial Intelligence. Also, they tend to have great potential when applied in various 

systems and domains. Text classification problem [6-8] can be considered as a task of sentiment analysis as this 

process involves numerous operations that end up in classifying positive or negative sentiment. Although, it 

seems to be quite simple process but it considers many subtasks of NLP such as subjectivity detection and 

sarcasm [9, 10]. Also, the text is not always present in newspapers or books [11, 12] and can contain many 

idiomatic expressions, orthographic mistakes or abbreviations. 

Nowadays, Sentiment analysis has found its place not only among the researchers, but also in 

governments, companies and organizations.The excessive use of social media platforms has made the web 

universal and most important source of information. Millions of people express their sentiments and opinions in 

blogs, forums, wikis, social media handles and other web resources [13-15]. Those opinions hold importance in 

our daily lives and hence we need to analyze this data to monitor public opinion like, twitter posts were used to 

predict election results [16]. This paper is based on devising a technique of real-time sentiment analysis on live 

tweets using a pre-trained score based machine learning model. To achieve the above operations Regex cleaning 

was used and polarity of the sentiment for the cleaned tweet was assigned using a pre-trained machine learning 

text blob model. In this paper we have used polarity to classify the sentiment of the tweet into different 

categories of varied positivity and negativity. 

 

2. Proposed Technique 
In order to perform sentiment analysis, data manipulation is required via a processing chain. On this 

matter, in the early stage of the project, a support module was developed. The support module, referred from 

now on as the pipeline, had to be capable of integrating and testing the following components:  

1. Data Gathering Modules 

2. Data Filtering Modules 

3. Association Rules Modules 

4. Sentiment Classification Modules 

 

Together, the pipeline and the aforementioned components form the engine of the system. One of the 

early objectives of this paper was developing a working model of the engine. As a consequence, the user 

interface was produced in later development stages. The architectural overview is illustrated in Figure 1 The 

following subsections will cover in detail the design and the requirements gathering for each component of the 

system.  
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Figure 1 Architecture Overview 

 

The design and development stages were completed in small iterations. This is a core part in the agile 

methodology which was extensively applied throughout this work. The time available for development was 

divided into smaller chunks resembling the iterations, each having a deadline and a set of tasks to be completed. 

Furthermore, GitHub was used as a version control platform. At the end of each iteration a new branch 

containing the tasks done was created. If the code passed the tests, the current branch was merged with the 

master branch. If the code did not pass the tests, the code remained unmerged until errors / conflicts were 

resolved. To help with the progress tracking,JIRA, a third party software offering an implementation of the 

“Tasks Board” agile practice, was used.  

Requirements, both functional and non-functional, were gathered at different stages during the 

development process, contrary to a classical up front approach. However, defining a base set of requirements 

and expected behavior was necessary to begin development. As such, the engine had to be scalable, allowing 

integration of new modules without affecting its performance. In addition, a standard structure of the processed 

data was defined, using JSON (JavaScript Object Notation) formatting, where data objects were stored using 

attribute-value pairs.  

A non-functional requirement prior to the development stage, was researching the state of the art in 

sentiment analysis. From this perspective the accuracy of the algorithms used for classification, the flexibility of 

implementing heuristics on such algorithms, and the time required for implementation and testing were 

assessed. For example, a system using Neural Networks requires more time for implementation compared to one 

where Naïve Bayes is used. In addition, Neural Network algorithms require in depth understanding in order to 

perform heuristics, while a probabilistic model like the Naïve Bayes algorithm is more flexible.  

In order to achieve the real time behavior desired, a reliable Twitter stream software had to be used in the 

development of the engine, as Twitter does not provide a native Python API. In these regards, a “pure Python 

wrapper for Twitter API”- Tweepy was employed. As there are a number of Python wrappers available for 

Twitter’s API (e.g: Tweepy, Twitter Search, Birdy, etc.), the feature which made Tweepy most appealing was 

the ability of supporting a multi-threaded implementation. This way, the application supports more than one 

user at a time, and also to manage multiple requests from the same user without having to run multiple instances 

of the engine.  

Furthermore, the engine has to support both the real time component, and the long-term sentiment 

analysis component. Consequently, Redis was the first choice, as it proved to be an efficient solution for both 

temporary and permanent storage, being particularly useful at caching operations in the long-term component.  

The pipeline had to provide an environment ready to process data, while integrating the other modules. 

Furthermore, the pipeline had to be flexible so that it could easily adapt data streams. One common issue when 

processing data streams with auxiliary use of data structures, is that the random access memory space available 

might be exceeded. This can lead to system failures which are least desirable. Relevant to this issue, was a built-
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in feature of Python: functions generators. Instead of returning a set of values stored in a data structure, a 

function can be written so that it generates the values as they are needed by other components in the processing 

chain.  

While using generators presents a set of advantages, there is one drawback to be mentioned. Once data 

was generated for usage it can only be called once. Not as bad as it sounds, this obliged the code to be written in 

a careful manner by avoiding redundancies, auxiliary variables and data structures, in order to preserve the 

efficient memory use. Another important feature of the pipeline is to ensure the suitability of an object for the 

purpose it was initially designed for. From this perspective, the pipeline had to serve data structures from one 

module to another, while ensuring that those objects preserved their properties. The end result of the pipeline is 

a class which once instantiated serves as support for the other modules in the processing chain.  

 

2.1 Data Gathering  
The main data source used throughout the project is the online social networking service, Twitter. Two 

data gathering modules were implemented using Tweepy. One component was designed to be used for the real 

time interface. Once a request is placed, it will further send the request to Tweepy, which in turn will reply with 

a continuous stream of tweets.  

The other component collects data within a pre-established interval of time. As marketing is concerned 

with development and implementation of a promotional strategy, the time factor had to be carefully considered 

when performing analysis. Ten minutes’ worth of data on a campaign might not justify the success rate of it. 

Considering the amount of time available for the development of the project, waiting an entire week to perform 

analysis over a set of data was not feasible either. In order to meet the requirements, while having enough time 

to test and adjust the sentiment analysis process, the second module was used to store data within the following 

intervals: ten minutes, one hour, and two days. This way, adjustments of other components is possible in an 

efficient amount of time, while the amount of data analysed will deliver an accurate success estimation of a 

campaign. Furthermore, an auxiliary module was developed to format the labelled data obtained from a third 

party source - “Sentiment140”. 

 

2.2 Data Filtering I  
For data filtering one module was built, which performs tokenization splitting textual input in tokens 

(words). The tokenization module implements auxiliary methods to detect and discard tweets which are not 

entirely made out of English characters (e.g.: Japanese, Hiragana, Katakana, etc.). However, tweets containing 

other symbols (e.g.: mentions marked with the symbol “@” and hashtags, marked with the symbol “#”) are 

filtered in a separate JSON field. 

 

2.3 Data filtering II  
The above mention technique does not result in higher accuracy rates. Later in the development, as a 

solution to improve the accuracy of the classifier, another filtering module was build to be used in the training 

stage of the classification. The problem identified was the large number of tokens produced by the tokenization 

module, which equalled almost 1 million. This made the model to be computationally expensive, reducing the 

speed performance of the algorithm. In addition, two approaches were considered:  

 Using Porter’s Stemming algorithm to perform word reductions. 

 Excluding tokens with low sentiment value 

 

While Porter’s algorithm reduced the corpus size to 60% of its initial size after tokenization, this was not 

sufficient, as a significant number of the tokens left, held no particular sentiment value. Verifying manually 

which tokens were prevalent in positive or negative contexts was not a solution, due to the high amount of 

manual work. An interesting new heuristics using the pareto principle (explained in Chapter 2) was applied. 

Looking at the tokens distribution of the training model Figure 2, it can be noticed that words such as “I” and 

“the” have the highest occurrence throughout the whole input data. At the opposite end, are words which albeit, 

they might present some sort of sentiment value, the number of total occurrences in the corpus is low; 

consequently the impact over the module is almost irrelevant.  

However, when separated from their context, those words do not hold any sentiment value. By contrast, 

words situated on the curve’s slope in the figure, appeared to have a strong sentiment value (e.g.: “love”, “hate”, 

“amazing” etc.). Following the pareto principle, the corpus was cut to 20% of its size, so that only the tokens 

with a high sentiment value were kept. A manual inspection was required to determine where tokens with low 

sentiment value start to appear in the distribution, in order to determine the cut points. As a result, the final size 

of the model was reduced down to 40.000 tokens. Consequently, the accuracy was improved by 7% as a result 

of noise (unwanted data) removal.  
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Figure 2 Tokens distribution - Naïve Bayes model 

 

2.4 Association Rules  

Another common improvement in computational linguistics is the use of n-grams for which a module 

was created. However, implementing n-grams in the form of bigrams and trigrams, without considering only 

relevant associations, increases the size of the corpus and also adds noise to it. As such, associations between 

nouns, adjectives and verbs were done using a third party software, polyglot, which offered a part of speech 

tagging tool.  

 

3. Result Analysis 
 In the presented section results of the proposed technique have been presented. Once data was acquired 

and filtered, the next step was the implementation of the classification algorithm, the main module of the engine. 

The module implemented the Naïve Bayes algorithm, which consists of two phases: training and testing. In the 

training phase, labelled data acquired from Sentiment140 was used. As such, 1.2 million tweets out of the 1.6 

million size of the corpus was used in training. The output is a model consisting of token-value pairs, where the 

values are: number of occurrences over the entire dataset, number of occurrences in positive labelled tweets, and 

number of occurrences in negative labelled tweets. This is exemplified in Table 1. 

 

Table 1: Sample of the model obtained in the training phase of the classification 

 



International Journal of Latest Engineering and Management Research (IJLEMR) 

ISSN: 2455-4847  

www.ijlemr.com || Volume 07 – Issue 12 || December 2022 || PP. 41-46 

www.ijlemr.com                                                         45 | Page 

In the testing phase, unseen labelled data and the probabilistic model produced in the training phase were 

used to measure the accuracy of the algorithm. Consequently, the algorithm produced a classification accuracy 

of 71%. For the development stage when it was implemented, such accuracy was expected, yet further 

improvements were required.  

As the data set used in training had labels only for positive and negative tweets, yet the goal is to 

distinguish between the three: positive, negative, neutral, further heuristic was required. In addition, a sentiment 

evaluation scale: -1 (negative) to 1 (positive) was introduced, where tweets of which sentiment score was in the 

range of: [-0.05, 0.05] were considered neutral. The limits of the range were established after a manual 

inspection of the tweets analysed. 

As an improvement bigrams were added which shows that the overall accuracy of the classifier grew by 

2.9% up to 80.9%. In addition to n-grams, a separate module was build to handle negation. A classical approach 

in specialized literature is to add artificial words: “if a word x is preceded by a negation word (e.g: not, don’t, 

no), then rather than considering this as an occurrence of the feature x, a new feature (token) NOT x is 

created”. For example after performing negation handling the sentence: “I do not like this new brand” will 

result in the following representation: “I do not NOT_like, NOT_this, NOT_new, NOT_brand”. The advantage 

of this feature is that the plain occurrence and the negated occurrence of the word are now distinguishable in the 

corpus. In addition, the accuracy of the classifier was improved by 1.8% up to 82.71% overall accuracy. Figure 

3 shows the data visualization of the proposed technique. 

 
(a) 

 

 
(b) 

Figure 3 (a) Detailed opinion analysis on the keyword shibainu (b) pictorial visualization of people’s reaction on 

the keyword shibainu 
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4. Conclusion 
This paper presented a low cost and efficient technique for real-time sentiment analysis using Tweepy. 

This method can also be used in an integrated way to make a publicly accessible tool with high-level 

abstraction. This method finds application as a data mining tool and also can be used to study the research 

market trends. 
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