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Abstract: Due to the tremendous growth of technology, digitalization has become the key angle in the 

financial division. As online exchange builds, the extortion rate develops at the same time. MasterCard extortion 

is an exhaustive term for misrepresentation perpetrated utilizing an installment card, for example, a MasterCard 

or charge credit can happen, where the client himself forms an installment to another record which is 

constrained by a lawbreaker, or unapproved, individual or where the record holder doesn't give approval to the 

installment to continue and the exchange is done by an outsider. Frauds caused by Credit Cards have costs 

consumers and banks billions of dollars globally. Even after numerous mechanisms to stop fraud, fraudsters are 

continuously trying to find new ways and tricks to commit fraud.  

The dataset used in this paper relates to credit card fraud detection. The algorithms used in this paper are linear 

regression, Random Forest Algorithm and Ad boost   The data set is taken from UCI ML repository. The 

objective of this paper is to develop a unique credit card fraud detection system by using a comparison of 

various target variable algorithms, and by comparing various models, the target variable is denoted by V1. There 

are thirty-one attributes in the dataset. Evaluation results are determined using orange tool. 

The results showed that ad boost model holds highest value i.e. 0.984 followed by random forest i.e. 0.975 

whereas linear regression holds lowest value which is 0.396. probability difference is negligible among models. 
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INTRODUCTION 
Credit card fraud is when someone uses your credit card to make a purchase you didn't authorize. This 

activity can happen in different ways like if you lose your credit card or have it stolen, it can be used to make 

purchases or other transactions, either in person or online. It is a problem that has affected the entire consumer 

credit industry and is one of the fastest-growing types of fraud and is most difficult to prevent. It involves the 

duplication of credit cards. Criminals have been able to use technology, with relative ease, to produce fraudulent 

versions of existing credit cards. The Internet helped this scheme to grow. Some criminals sell the magnetic strips 

found on many cards or the technology to duplicate the information from a valid credit card. These magnetic 

strips contain all the information a fraudster needs: names, account numbers, credit limits, plus other identifying 

information. Using a computer system and the right equipment, a fraudster can create a fraudulent credit card 

with ease. Fraudsters also use technology to create fictitious cards, which are more advantageous because there is 

no person truly responsible for the account. The credit card companies will notice that the account is not being 

paid and they will attempt to contact the account holder, but no one exists. 

The first phase of the paper explains about literature review regarding to the defined dataset i.e. credit 

card fraud detection The second phase deals with the methodology data analysis tool and classification of 

algorithms. The third part discusses the research results based on the classification algorithms used in the Orange 

Tool. Fourth phase deals with Discussion, conclusion and references.  

 

LITERATURE REVIEW  
Kuldeep Randhawa et al. [1] proposed a technique using machine learning to detect credit card fraud 

detection. Initially, standard models were used after that hybrid models came into picture which made use of 

AdaBoost and majority voting methods. Publically available data set had been used to evaluate the model 

efficiency and another data set used from the financial institution and analyzed the fraud. Then the noise was 

added to the data sample through which the robustness of the algorithms could be measured. The experiments 
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were conducted on the basis of the theoretical results which show that the majority of voting methods achieve 

good accuracy rates in order to detect the fraud in the credit cards. Thus, it was concluded that the voting method 

showed much stable performance in the presence of noise. Abhimanyu Roy et al. [2] proposed deep learning 

topologies for the detection of fraud in online money transaction. They have used high performance distributed 

cloud computing environment. The study proposed by the researchers provides an effective guide to the 

sensitivity analysis of the proposed parameters as per the performance of the fraud detection. The researchers also 

proposed a framework for the parameter tuning of Deep Learning topologies for the detection of fraud. This 

enables the financial institution to decrease the losses by avoiding fraudulent activities. Shiyang Xuan et al. [3] 

used two types of random forests which train the behavior features of normal and abnormal transactions. The 

researcher compares these two random forests which are differentiated on the basis of their classifiers, 

performance on the detection of credit card fraud. The data used is of an e-commerce company of China which is 

utilized to analyze the performance of these two types of random forests model. In this paper, the author has used 

B2C dataset for the identification and detection of fraud from the credit cards. Therefore, the researcher 

concluded from the result that the proposed random forests provide good results on small dataset but there are still 

some problems like imbalanced data which makes it less effective than any other dataset. Sharmistha Dutta et al. 

[4] presented a study on the commonly found crime within the credit card applications. There are certain issues 

faced when the existing non-data mining approaches are applied to avoid identity theft. A novel data mining layer 

of defense is proposed for solving these issues. For detecting the frauds within various applications, two 

algorithms named Communal Detection and Spike Detection which generate novel layer. There is a large moving 

window, higher numbers of attributes and numbers of link types available which can be searched by CD and SD 

algorithms. Thus, results can be generated by the system by consuming a huge amount of time. Therefore, it is not 

possible to properly demonstrate the concept of adaptability. These issues can be resolved by making certain 

enhancements in the proposed algorithm in future work. (5)  FRANCISCA (2011) in his research consider Data 

mining being popularly used to combat frauds because of its effectiveness. It is a well-defined procedure that 

takes data as input and produces models or patterns as output. Neural network, a data mining technique was used 

in his study. The design of the neural network (NN) architecture for the credit card detection system was based on 

unsupervised method, which was applied to the transactions data to generate four clusters of low, high, risky and 

high-risk clusters.  The self-organizing map neural network (SOMNN) technique was used for solving the 

problem of carrying out optimal classification of each transaction into its associated group, since a prior output is 

unknown.  The receiver-operating curve (ROC) for credit card fraud (CCF) detection watch detected over 95% of 

fraud cases without causing false alarms unlike other statistical models and the two-stage clusters. The results 

show that the performance of CCF detection watch is in agreement with other detection software, but performs 

better. The results of the study show the fact that The CCF detection system was designed to run at the 

background of existing banking software and attempt to discover illegitimate transactions entering on real-time. 

basis.  This proved to be very effective and efficient method of discovering fraudulent transactions. 

 

METHODOLOGY 
Artificial intelligence is considered as a use of computerized reasoning (AI) that gives frameworks the 

capacity to naturally take in and improve as a matter of fact without being customized. It centers around the 

advancement of PC programs that can get to information and use it for themselves in this research linear 

regression, random forest and Ad boost are used.  

 

I. DEFINATIONS OF ALOGRITHMS 

Linear Regression.   

Linear regression quantifies the relationship between one or more predictor variables and one outcome 

variable. It is commonly used for predictive analysis and modeling. For example, it can be used to quantify the 

relative impacts of age, gender, and diet (the predictor variables) on height (the outcome variable).  Linear 

regression is also known as multiple regression, multivariate regression, ordinary least squares (OLS), and 

regression. 

 

Random Forest 

The Random forest are considered as a learning strategy for characterization, relapse and different 

assignments that work by building a mass of choice trees at preparing time. The Random Forest Classifier is 

characterized as set of choice trees from haphazardly chosen subset of preparing set (5) It alternatively creates 

two extra snippets of data: a proportion of the significance of the indicator factors, and a proportion of the inner 

structure of the information. 
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Adaboost 

AdaBoost, short for “Adaptive Boosting”, is the first practical boosting algorithm proposed by Freund 

and Schapire in 1996. It focuses on classification problems and aims to convert a set of weak classifiers into a 

strong one.  

 

The Data 

Data used in this research paper relates to credit card fraud detection This data will be helpful for the 

researcher to identify various frauds caused by credit cards in order to test the various models namely linear 

regression, random forest and adaboost Orange tool was used to produce the result.  

 

Orange 

Orange is an open source data visualization and data analysis tool for data mining through visual 

programming or Python scripting. The tool has components for almost all well-known machine learning 

algorithms, add-ons for bioinformatics and text mining as well as features for data analytics also. So, for 

researchers it is a one stop solution for pre-processing of dataset, visualization of dataset using graphs, all inbuilt 

machine learning algorithms, test and score feature for measuring accuracy of algorithm on different datasets 

along with many more fantastic features. This program provides a platform for experiment selection, 

recommendation systems, and predictive modeling and is used in biomedicine, bioinformatics, genomic research, 

and teaching. In data science, it is used as a platform for testing new machine learning algorithms and for 

implementing new techniques in genetics and bioinformatics. 

 

RESULTS 
In order to test the model for the defined dataset orange tool was used the results are shown in the form 

of various tables and graphs. 

 

II. Table 1 Model evaluation result  

Model MSE RMSE MAE R2 

Random 

forest 

0.095 0.308 0.137 0.975 

Linear 

regression  

2.317 1.522 0.890 0.396 

AdaBoost 0.063 0.250 0.110 0.984 

 

Table 1 shows the evaluation results of various models it is observed that adaboost model holds highest 

value i.e. 0.984 followed by random forest i.e. 0.975 whereas linear regression holds lowest value which is 0.396 

 

a. Table 2 Training and simulation errors 

 Random 

forest 

Linear 

regression 

AdaBoost 

 

Random 

forest 

 

 0.000 1.000 

Linear 

regression  

 

1.000  1.000 

AdaBoost 

 

0.000 0.000  

 

In table 2 the probabitlies describe the fact that the score for the model in the row is higher than that of 

the model in the other two column, small numbers describe the fact that  the probability difference is negligible. 
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B Table 3 prediction values of the models against the target variable 

 
 

Following table shows prediction values of the models against the target variable V1 linear regression 

shows highest value i.e. 88 percent whereas random forest has 83 percent the lowest value is of adaboost which is 

52 percent  
 

Figure 1 shows the graphical representation of line chart and its results 

 
Figure 2 shows the graphical representation of scatter plot and its results 

 
At x-axis time is taken whereas on y-axis v2 variable is plotted It is observed that mostly results are in 

the range of 0-10 which means there is high predication against time   
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Figure 3 shows graphical representation of random forest model against V1 variable the highest frequency shown 

is 80000 

 
Figure 4 shows the graph of linear regression which is used to measure the highest frequency value of the defined 

data set against the target variable i.e. V1 it is observed that highest frequency value is 160000 

 

 
Figure 5 shows the graph of ad boost model set against the target variable V1 and frequencies it is observed that 

highest frequency value is 120000 
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DISCUSSION 
Based on assumption it is observed that ad boost model holds highest value i.e. 0.984 followed by 

random forest i.e. 0.975 whereas linear regression holds lowest value which is 0.396. probability difference is 

negligible among models. Similarly, prediction values of the models against the target variable V1 linear 

regression shows highest value i.e. 88 percent whereas random forest has 83 percent the lowest value is of 

adaboost which is 52 percent in scatter plot It is observed that mostly results are in the range of 0-10 which means 

there is high predication against time. 

 

CONCLUSION AND RECOMMENDATION 
The results show the fact that linear regression and random forest are the best model to predict the fraud 

against the credit cards The results showed that ad boost model holds highest value i.e. 0.984 followed by random 

forest i.e. 0.975 whereas linear regression holds lowest value which is 0.396. probability difference is negligible 

among models. This research recommends that Credit card fraud and debit card fraud are huge threats to 

merchants. There should be a proper mechanism to prevent the frauds by improving security protocols and 

protection of cardholder’s identity by introducing unique security pin cords and OTP these frauds can be 

prevented with the right approaches, technologies, tools, and awareness. 
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