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Abstract: This paper proposes an automatic cataloguing support system to detect the brain tumor and classify 

the human brain images using neural network linked with bilateral filter for medical application. The Medical 

beneficial application image processing indicate extensive task in the medical image technology. Image 

processing is a computerized field where in image is apportioned into minuscule unit called pixel and 

succeeding to that different process has been carried out. Hands-on image has warped into a self-motivated 

investigation and analysis zone in the region of Image processing. Noise expulsion in MRI (Magnetic 

Resonance Image) detected image is essential and decisive for a wide collection of subsequent handling image 

process presentations. Amongst the generous de-noising influences, the double-sided network has been 

predominantly utilized as a part of copious image depiction pre-processing approaches. In this paper, the 

proposed technique consists of pre-processing technique using with the neural network segmenting to remove 

the noise and GLSZM gathering algorithm segments and classify the brain images by countenancing for 

longitudinal information since adjoining pixels are highly interrelated and also hypothesis initial association 

matrix unsystematically. The outcomes will be obtainable as segmented image [1] descriptions and 

classification takes place by using neural network algorithm. 

Keywords: Image processing, magnetic resonance image, GLSZM feature extraction, segmentation, bilateral 

filter, neural network. 

 

1. INTRODUCTION 

A brain tumor is a virus in which cells propagate irrepressibly in the brain. Brain tumors are principally 

of two types, initial one is benign tumors which are impotent of scattering outside the brain itself. Benign 

tumors in the brain mostly do not important to be preserved and their growth is limited. Occasionally they can 

cause problems as of their locus and surgery or radioactivity can be supportive. The second one is malignant 

brain tumors are characteristically termed brain cancer. These tumors can extent freestanding of the brain. 

Malignant tumors of the brain will constantly change into a specific problem if left unprocessed or untreated and 

a ferocious methodology [2] is almost always necessary. Brain distortions can be divided into two 

classifications: Principal brain cancer devises in the brain. Ancillary or metastatic brain cancer magnitudes to 

the brain from alternative site in the body. Brain tumor ascends when cells in the body split without regulator. In 

general, cells divide into an organized manner. If brain cells preserve unraveling irrepressibly when new brain 

cells are not required, a physique of tissue forms, called an advancement of tumor. The word brain tumor mostly 

refers to malignant tumors, which can spell neighboring tissues and can extent to other parts of the human body. 

A benign brain tumor does not extend to anyway. A neural network (NN), commonly is a computational model 

or mathematical model that is stimulated by the structure and purposeful functional characteristics of biological 

neural networks. A neural network comprises of a consistent group of probabilistic neurons, employed in union 

to resolve detailed complications. The NN is an adaptive organization that translates its configuration based on 

internal or external data that runs through the network in the knowledge phase. Topical neural networks are very 

non-linear arithmetical data displaying tools. They are commonly recycled to model multifaceted associations 

between inputs data and output data or to find various patterns in the data. Conclusion making was achieved in 

two stages: 1. Feature extraction using GLSZM and the classification using NN-Bilateral Filter network. The 

presentation of this classification was evaluated in terms of training enactment and classification precisions. The 

computer-generated outcomes will be shown that classification and segmentation affords superior. 

 

2. BASICS OF NEURAL NETWORK 
Multi Feed-forward neural network or Multilayer Perceptron with manifold concealed stratums in 

synthetic neural networks is frequently identified as Deep Neural Networks (DNNs). Convolutional Neural 

Networks (CNN) is one compassionate of multi feed-forward neural network. During1960s, Hubel and Wiesel 

scrutinized the neurons cast-off for aboriginal probing orientation cum selective in the categories graphical 
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system and they launch the distinctive network structure can meritoriously shrink the sophistication of multi 

Feed-back Neural Networks and then predicted Convolution Neural Network. CNN is an imaginative 

appreciation algorithm [3] which is normally and approximately used in image processing and various pattern 

acknowledgement and recognition. It has numerous topographies such as artless structure, rarer drill parameters 

and elasticity characteristics. It has recognized a blistering topic in voice investigation and medical image 

obligation. Its weight jointly shared with network arrangement make it more corresponding to natural neural 

networks. It reduces the obstacle of the network typical and the magnitude of weights. Habitually, the 

assemblage of NN squeezes two layers. One is the feature extraction layer, the involvement of each neuron is 

attached to the indigenous available fields of the prior layer, and summaries the original feature. Once the 

original features is extracted, the positional association between it and complementary features also will be 

determined [4]. The complementary is feature map layer, each presuming layer of the network is assured of a 

collection of feature map. Each feature map is a flat, the weightiness of the neurons in the plane are same and 

equivalent. The assembly of feature map performs the sigmoid task as inspiration function of the convolution 

network, which creates the feature map have modification invariance. Also, since the neurons in the same 

scheming plane stake weight, the number of unhindered parameters of the network is reduced. Correspondingly 

convolution level in the convolution neural network is projected by a figuring layer which is castoff to estimate 

the indigenous typical average and the second nonfigurative, this limited two feature generalization structure 

moderates the resolution. 
 

3. PROPOSED WORK 

In this paper, the proposed technique consists of pre-processing technique using with the neural 

network and bilateral filtering associated with the bilateral neural network framework consists of two major 

phases: training and testing and segmenting to remove the noise and the GLSZM algorithm segments and 

classify the brain images by countenancing for longitudinal information since adjoining pixels are highly 

interrelated and also hypothesis initial association matrix unsystematically. The outcomes will be obtainable as 

segmented image descriptions and classification takes place by using neural network algorithm. 
 

3.1 PREPROCESSING 

The pre-processing module administrators are utilized to perform preliminary control enhances the 

nature of observance picture. Pre-processing is a phase where the requisites are normally observable and 

forthright, similar to ancient rarities eviction from pictures. The principal point of this procedure [5] is to 

elevation the photo with high fortitude and to depict the picture for the following stride by limiting the 

supplementary bits in the setting of genuine image. Originally, the magnitude of CT pictures of the mind tumor 

is congregated from the human facilities association. The pictures of cerebrum tumor might be riddled by CT 

examine gadget. A portion of the universal methods are utilized for exorcizing the left-over substance like 

highpoints, clamor, and groundwork from the picture. This work exploitations the respective channel for 

banishing the commotions from CT image. Particular channel which has been crooked out to be a proficient and 

worthwhile technique for commotion deterioration. 

 

4. ALGORITHMS 
4.1. Bilateral Filtering 

Bilateral filtering [6] is a well-known non-linear filtering technique that can join image data from both 

of the space domain and the feature domain in the modern filtering process. It can be elaborated to by the 

equation  

 
Where, 

 I and h are the input and output selected images respectively,  

x and y are pixel positions over the image grid,  

c(x,y) and s(I(x),I(y))measure the spatial and photometric affinity between pixel x and pixel y 

respectively, and  

 
is the normalization factor at pixel x. The functions c(·) and s(·) are usually chosen as follows: 
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The emphasising thought of the corresponding filtering is to do the smoothing as per pixels close in the 

space area, as well as close in the constituent space also, subsequently the edge sharpness is saved by staying 

away from the cross edge levelling. Corresponding filtering is firmly identified with other edge preservation 

strategies, for example, nonlinear scattering and versatile smoothing. 
 

4.2. Neural Network 

Probably the most hopeful prospect for the generalized bilateral filter is its use in Neural Networks [7]. 

Since we are not restricted to the Gaussian case anymore, we can track several filters sequentially in the same 

way as filters are ordered in layers in typical spatial NN (neural networks) architectures. Having the gradients 

available allows for end-to-end training with backpropagation, without the need for any change in CNN training 

protocols. We refer to the layers of bilateral filters as “bilateral convolution layers” (BCL). It can be either linear 

filters in a high dimensional space or a filter with an image adaptive receptive field. In the remainder we will 

refer to CNNs that include at least one bilateral convolutional layer as a bilateral neural network (BNN). 
 

4.2.1 Natural NN Architecture Design 

NN algorithm [8] need experience in architecture design, and need to debug unceasingly in the 

practical application, in order to obtain the most suitable for a particular application architecture of NN. Based 

on gray image as the input of 96×96, in the pre-process stage, turning it into 32 × 32 of the size of the image. 

Design depth of the layer 7 convolution model: input layer, convolution layer C1, sub sampling layer S1, 

convolution layer C2, sampling layer S2, hidden layer Hand output layer F. 

 
4.2.2. GLSZM 

The gray level size zone matrix (SZM) is the preliminary point of Thibault matrices. It is a progressive 

statistical matrix used for texture classification. For a texture image f with N gray levels, it is represented by GSf 

and delivers a statistical demonstration by the approximation of a bivariate provisional probability density 

function of the image distribution standards. It is considered according to the revolutionary run length matrix 

principle (RLM): the value of the matrix GSf(Sn,gm)is identical to the number of zones of sizeSn and of gray 

level gm. The resultant matrix has a fixed number of lines equivalent to N, the number of gray levels, and a 

forceful number of columns, determined by the size of the principal zone as well as the size quantization. The 

more standardized the texture, the wider and flatter the matrix. SZM does not essential computation in several 

directions, different to RLM and co-occurrence matrix (COM). However, it has been empirically demonstrated 

that the degree of gray level quantization motionless has a significant impact on the texture cataloging 

performance. For a all-purpose application [9] it is frequently required to test numerous gray-level quantization 

to discovery the optimal one with respect to a one of the training dataset.  

 
4.2.3. Architecture of NN 

 
Architecture of NN in training 

 
In view of the 32 × 32input after the techniques of pre-processing, there is a total of 17 dissimilar 

images. C1 layer for intricacy, convolution layer implements 6 sophistication kernels, each the size of the 
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convolution kernels is 5 × 5,can produce six feature map, each feature map contains (32-5 + 1) × (32-5 + 1) = 28 

× 28 = 784 neurons. At this point, a total of 6 × (5 × 5 + 1) = 156 parameters to be trained.  

S1 layer for sub specimen, contains six feature map, each feature map contains 14 * 14 = 196 neurons. 

the sub specimen window is 2 × 2 matrix, sub sampling step size is 1, so the S1 layer contains 6 × 196 × (2 × 2 

+ 1) = 5880 connections. Every feature map in the S1 layer contains a weights and bias, so a total 

of12parameters can be trained inS1layer.  

C2 is sophistication[10] layer, containing 16 article graph, each feature graph contains (14-5 + 1) (14-5 

+ 1) = 100 neurons and adopts full connection, namely each characteristic figure used to belong to own 6 

convolution kernels with six characteristics of the sample layer S1 convolution and figure. Each feature graph 

contains 6×5×5 = 150 loads and a bias. So, C2 layer contains a aggregate of 16×(150+ 1)=150parameters to be 

trained.  

S2 is sub sampling layer, containing 16 feature map, each feature map contains 5×5 neurons, S2 total 

containing 25×16 = 400 neurons. S2 on characteristic figure of sub sampling windowfor2×2, so there is 

32trainableS2 parameters.  

As a whole connection layer, hidden layer H contains 170 neurons, each neuron is connected 

to400neuronsonS2.So Hlayercontains170×(400+1)=48120 parameters feature map.  

Productivity layer F for all associates, including 17 neurons. A total of 17×(170 + 1) = 2907 parameters 

to be trained. 

 
4.2.4. NN Algorithm 

(i) Forward pass  

Output of neuron of row k, column y in the lth Neural layer and kth feature pattern： 

 

 
 

Where f is the number of sophistication cores in a feature pattern.Output of neuron of row x, column y 

in the lth sub-sample layer and kth feature pattern: 

 

 

 
The productivity of the jth neuron in lth hide layer H: 

 

 
Where, S is the number of feature configurations in sample layer.  

Output of the ith neuron lth output layer F 
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5. RESULTS 
Input Image 

 
 

Feature Extraction 

 
 

Segmented Output 

 
 

6. CONCUSION 
In this paper, we have proposed technique of pre-processing technique using with the neural network 

segmenting to remove the noise and GLSZM gathering algorithm segments and classifies the brain images by 

countenancing for longitudinal information. The conclusions are obtainable as segmented image descriptions 

and classification are considered by using neural network algorithm. 
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